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1 Preface

1.0.1 Transition to Remote Operations

Over the last two years considerable effort has been made towards the upgrading and develop-
ment of the Parkes telescope for future remote observing. The upgrades include the installation
of a RF switching matrix, the replacement of the Manual Control Panel (MCP), improvements
to the backup power supplies, and, in December 2012, installation of a Telescope Protection
System (TPS). Remote observing with the Parkes telescope from the Marsfield Science Oper-
ations Centre (SOC) have commenced since December 2012, and is expected to be the default
mode of observing by the start of the 2013 APR semester. Observing from Parkes will still be
permitted for complex or non-standard observations, or in other circumstances where this is the
more sensible option. Observers who have successfully observed from the SOC will be permitted
to carry out subsequent Parkes observations from other remote locations: all observers must
observe at least once from the SOC in order to become a qualified Parkes remote observer.

Reductions in the Parkes Operating budget will necessarily result in a decrease in the ob-
serving support able to be provided. It is expected that proposal teams with experienced Parkes
observers will become more self-sufficient, with a member of each team being designated the
Project Expert and being the first point of contact (most often remotely) for questions relating
to the observations after work hours. Inexperienced teams are encouraged to seek experienced
collaborators: if this is not possible, the teams should be prepared to arrive several days before
their observations commence in order for observer training to be completed during work hours
so that a member of the team is qualified for the Project Expert role. All Parkes proposal teams
are asked to nominate the member(s) in their team who will be (or will be trained to be) the
Project Expert and who will be the first point of contact after hours. (However, it is recog-
nised that the availability of team members can not be known until the observing schedule has
been released.) Local Parkes staff will continue to provide the first point of contact for matters
relating to safety of on-site personnel, the telescope, and equipment.

1.0.2 Telescope Operators

PLEASE NOTE THE FOLLOWING IMPORTANT INFORMATION:

For those projects that require observers at the Parkes site, please note the Parkes Radio
Telescope DOES NOT employ telescope operators. At least two observers who have been trained
to operate the telescope will therefore be required to be at the observatory.

First-time Parkes observers should make every effort to plan their arrival to allow between
three and five hours to complete the obligatory SAFETY INDUCTION (2 hours) and TELE-
SCOPE OPERATOR (1-2 hours) training during normal Observatory working hours (8:00 am
to 4:30 pm Monday to Friday) before their observing run begins.

1.0.3 Conventions

Computer system names and program names appear in the texinfo “smallcaps” typeface, e.g.
pavo is the name of one of the Parkes observing control computers. Command-line examples
and filenames appear in the texinfo “code” typeface. For example: tcs [alt] is the command
used to start up TCS. Optional command parameters appear [in square brackets]. Do not
type these brackets when entering these commands. Linux/UNIX is case-sensitive, so operating
system commands must be typed in the correct case (usually lower case).
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2 Introducing the Parkes Observatory

2.1 The Parkes Site

The Parkes Observatory is located 414.80m above sea level at Latitude -32d 59m 54.263s South,
Longitude 148d 15m 48.636s East, 25 kilometers North of the town of Parkes which is approxi-
mately 365 kilometres West of Sydney.

It is 6 kilometres off the Newell Highway, the main road from Parkes to Dubbo. The Shire
has a population of 15,000 and the town a population of 10,000 and is in the middle of a rich
sheep, wheat producing and mining area. The Observatory is part of The Australia Telescope
National Facility (ATNF), which is run by Astronomy and Space Science, a division of the
Commonwealth Scientific and Industrial Research Organisation (CSIRO). The Parkes site con-
tains the 64-metre RadioTelescope, the 12-metre ASKAP prototype antenna, an administration
building with offices, workshops and library, an Observer’s Quarters, Visitors Discovery Centre
and The Dish Cafe. A map and key of the site can be found below.

Figure 1.1: Parkes Observatory Site Map

001: Radio Telescope 003: Lab/Lunch Room

004: Standby Generator Building 006: Visitors Centre

007: Store Room 008: Observers Quarters

009: Grounds Maintenance Workshop 010: Flammable Liquids Store

013: Store 018: Administration/Receiver Lab

019: Pump House 020: Mechanical & Electrical Workshop

022: Workshop 024: Observing Assist. hse (No2E)

025: Observing Assist. hse (No1W) 026: The Dish Cafe

027: Visitors Toilet 028A: NASA Hut (Demountable)

028B: Office (Demountable) 028C: Office/Workshop (Demountable)

029: Machinery Shed

2.2 The RadioTelescope

The collecting area of the telescope is a 64-m diameter paraboloid (the dish). The surface is high
precision aluminium millimetre wavepanels to a diameter of 17-m (for operation to 43 GHz),

http://www.atnf.csiro.au/
http://www.atnf.csiro.au/
http://www.csiro.au
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then perforated aluminium plate out to 45-m, and rectangular galvanised steel 5/16-inch mesh
for the remainder of the surface. The focal ratio is 0.41 for the full 64-m surface, the focus being
located 26-m above the centre. The aerial cabin, which houses feeds and receiver equipment,
is supported by a tripod. Access to the aerial cabin is either by the lift on one of the tripod
legs (the "lift leg") or by a ladder on one of the other legs. The feed platform translator, which
holds up to four receivers, at the base of the aerial cabin has both up/down (focus), lateral and
rotational movement. Further properties of the RadioTelescope are shown below.

Weight of dish: 300 tonnes

Weight of counterweights: 475 tonnes

Total weight of the dish: 1,000 tonnes

Surface area of reflecting mesh: 0.4 hectares (1 acre)

Height of concrete tower: 10.7 metres (35 ft)

Height to centre of dish: 27.4 metres (90 ft)

Height to top of aerial cabin: 58.6 metres (192 ft)

Power of Azimuth/Zenith drives: 11 kW (15 hp)

Pointing accuracy: Generally less than 20 arcsec

Coverage: Az 0-360 deg., El 30.5-88.5 deg.

The dish may be operated between the Zenith angle software limits of 1.2 and 59.5 degrees.
There are three hardware limits at Zenith angles less than 1.5 degrees, and also another three
past 59.5 degrees. The dish can be "stowed" at a physical limit 30 minutes of arc beyond the
Zenith. It is constrained in this position by a locking pin. Azimuth angle is measured as 0
degrees due north, increasing to the east.

2.3 Observers Quarters

For official observatory visitors, we have seven single rooms and a double room, two bathrooms
each with bath, shower and toilet, a dining room, a meeting room and a lounge room. Quar-
ters staff are present from 08am to 4pm weekdays. The cost of accommodation at the Parkes
Observatory Quarters is shown in the table below.

Quarters Room: per room, per night: $70.50 breakfast foods included.

Quarters 4 bedroom unit: $93.20 nightly rate, minimum stay three nights or $652.30 weekly.

All prices are 10% GST inclusive. Students receive a 50% discount on room and meal prices
and children under 12 are given a 50% discount on meals (breakfast.) The Quarters kitchen is
now available for self catering, with meals no longer provided by Quarters staff. If you wish
to purchase lunch and/or dinner from the Dish Cafe, please place your order directly with the
Cafe. Please see the menu from the Dish Cafe and place your order with the Cafe either by
phone or in person. Collect your meals from the Dish Cafe or organise delivery to the Quarters
with Craig the owner. Please note that hot food orders must be made before 12.30pm.

The Cafe is open 7 days from 8:30am to 4.15pm daily, except Christmas and Boxing Days.
The phone number is: 6862 1566. Please let Craig, or his staff, know that you are a CSIRO
visitor and entitled to a discount. Craig is also able to set up a tab for the duration of your
visit.

The Quarters unit has five beds and is fully furnished and a fully functioning kitchen for
self catering. There are also numerous motels in the township of Parkes. On arrival, check in
at the quarters and leave your luggage in the room assigned to you. If you are not staying
at the Quarters, check in at the administration desk (in the Administration Building). The
administration desk is staffed from 8am to 4pm Mondays to Fridays. If you arrive after staff
working hours, contact the Quarters prior to your arrival to obtain your room arrangements or
you can find your room number from a schedule in the kitchen.
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2.3.1 Booking Your Accomodation

Official visitors should inform the Observatory of their travel details and accommodation require-
ments by filling in the WWW ATNF Reservation Form as soon as possible before travelling,
and at least three days in advance of arrival.

2.3.2 Getting to Parkes

There are regular transport services to Parkes from Sydney by planes, trains and automobiles
(bus). There are also buses from Canberra, Brisbane, Narrabri, Melbourne and Adelaide that
stop at Parkes.

Airport transfers to and from the site are by Taxi. Please specify on your web booking form
if you require a taxi to be booked for you and the time you are arriving/departing. The cost of
the taxi is Monday - Saturday $70.00 each way, including GST and $80.00 each way on Sundays,
including GST - this cost will be charged back to visitors.

2.3.2.1 Travel via Air

Regional Express have daily flights between Sydney and Parkes using light aircraft. The Parkes
airport is 5 kilometres east of the township. The flight, which costs about $280 for an adult
return (with 21 days notice and including airport tax and GST), is cheaper if your flight to
Parkes is included on an international airline ticket. It takes one hour for a direct flight and an
hour and three quarters if stopping at Orange or Cudal on the way. Bookings can be made at
any travel agent or the airline office. The telephone number for Regional Express Reservations
is 13 17 13 (within Australia).

2.3.2.2 Train and Bus

NSW TrainLink operate a train out of Sydney which connects with a bus to Parkes at either
Orange or Lithgow. The combined journey takes about eight hours. See their site for updated
fares. Countrylink can be contacted on 13 22 32 (within Australia).

2.3.2.3 Travel by Car

The journey from Sydney to Parkes is 365 kilometres and takes nearly 5 hours. There is a
choice of two scenic routes over the Blue Mountains; through Penrith to Katoomba and then to
Lithgow, or through Windsor to Bell and then to Lithgow. If taking the Bell road head north-
west out of Sydney through Baulkham Hills and the Windsor Road. To take the Katoomba
road head west out of Sydney through Parramatta and then on to the freeway to Penrith. After
Lithgow the route is through Bathurst, Orange, Manildra and then Parkes. It is essential to
have a current drivers license acceptable in NSW to allow you to drive the CSIRO cars which
are used at the Observatory. Note that NSW law requires all drivers to carry a valid drivers
license in English, or with an approved English translation (obtainable through the Australian
Embassy before travelling). This will enable you to drive the site vehicles from the observers
quarters to the 64-metre telescope (one kilometre each way). Bicycles provide an alternative
means of transport. Traffic in Australia uses the left-hand side of the road. The limit on drink
driving is 0.05.

2.4 Observatory Contact Details

The observatory can be contacted at the following address:

• Australia Telescope National Facility

• Parkes Observatory

• 473 Telescope Road (or PO BOX 276)

• PARKES NSW 2870

http://www.atnf.csiro.au/observers/accomm/
http://rex.com.au
http://www.nswtrainlink.info
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• Australia

• Switch:(02) 6861 1700 [International +61 2 6861 1700]

• Fax: (02) 6861 1730 [International +61 2 6861 1730]
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3 Receivers and Correlators

3.1 Sensitivity

When preparing your observing proposal, you are required to estimate the expected bright-
ness and sensitivity of your source for your particular Correlator/receiver combinations. For
spectral-line observations, sensitivity per bandwidth channel can be estimated from the follow-
ing equations of line brightness and line flux respectively:

Trms(mK) ∼ Tsys√
npol BW

chan δT

Srms(
mJy
beam

) ∼ TrmsG/ηb

In the above, G is the main–beam gain (Jy/K) for a receiver defined from Table 3.1, npol
is the number of polarisations1, BW is the bandwidth [MHz], nchan is the number of channels
and δT is the on-source integration time in seconds. ηb is the beam efficiency factor: Ωmb

Ωtot
= 0.7.

For continuum, we need to calculate the sensitivity over the whole bandwidth. The continuum
line brightness and line flux respectively become:

Trms(mK) ∼ Tsys√
npolBWδT

Srms(
mJy
beam

) ∼ TrmsG/ηb

For both the line and continuum flux, the source is assumed to fill the main beam which
has efficiency Ωmb

Ωtot
= 0.7. 1$\sigma$ theoretical RMS noise estimates for line and continuum

observations can be estimated by using the on-line Sensitivity Calculator.

3.2 Receiver Fleet

Click on the receiver links below in Table 3.1 to show information regarding receiver information
such as characterization tests, gain-elevation curves and pointing accuracy. Please note this
information is being uploaded when receivers are installed and may not be available at the
present time.

1 We assume an average of two independent polarisation channels.

http://www.parkes.atnf.csiro.au/cgi-bin/utilities/pks_sens.cgi
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----------------------------------------------------------------------------

Receiver Band Range Diameter FWHP Tsys[a] Sens[b] Pols[c] Bandw

[cm] [GHz] [m] [’] [K] [Jy/K] [MHz]

----------------------------------------------------------------------------

1050cm

50 0.70-0.764 64 30 40 1.1? 2xL 64

10 2.60-3.600 64 6.4 35 1.1 2xL 1000

MB20

21 1.23-1.53 64 14.2 28 1.1 26xL 300

H-OH

21/18 1.2-1.8 64 14.8 25 1.2 2xL 500

GALILEO

13 2.20-2.5 64 9.2 20 1.3 2xC 300

2.15-2.27 64 9.2? 20? 2.1? 2xC 120

2.29-2.3 64 9.2? 19? 1.4? 2xC 10

AT S-BAND[d]

13 2.2-2.5 64 9.2? 79? 1.9? 2xL 300

AT C-BAND[d]

6 4.5-5.1 64 4.5 50 1.3 C 500

AT X-BAND[d]

3 8.1.8.7 64 2.4 110 1.2 2xL|C 500

3/13 8.1-8.7 64 2.4 110 1.2 2xL 500

2.2-2.5 64 9.2? 79? 1.9? C 300

METH6

5.9-6.8 64 3.4 55 1.4 2xC 300

MARS[e]

3 8.1-8.5 55 2.45 30 1.7 2xC 500

KU-BAND

2.2 12.0-15.0 64 1.9 150? 1.6? 2xL 500

13MM

1.3 16.0-26.0 55 1-1.4 95 2.2 2xL 1000

21.0-22.3 2xC 1000

---------------------------------------------------------------------------

[a] Includes typical atmospheric, ground and galactic contribution at Zenith.

[b] Calculated over main-beam and using Omega_MB / Omega_A = 0.7.

[c] L = linear, C = circular, NB = narrowband.

[d] Dual linear feeds at S,C,X bands, lambda/4 plates avaliable for band centers.

[e] Full bandwidth by special arrangement.

A ’?’ indicates yet to be confirmed, use with caution.

Table 3.1: Parameters for the receiver fleet.

Most receivers allow injection of a calibration noise signal into the receiver waveguide ahead of
the ortho-mode transducer (OMT). This is generally a more satisfactory method than injecting
after the OMT or after the LNAs as these elements can then be modelled using the calibration
signal.

The calibration signal is generally injected through a coupler in the circular waveguide ori-
ented at 45 degrees to the linear probes of the OMT. Thus the cal can be closely represented by
a 100% linearly-polarised signal with an accurately known feed angle.

The amplitude of the cal signal is adjustable by inserting or removing fixed attenuators
between the noise source and the coupler. Changing the level requires access to the receiver
in the focus cabin and takes of order 30 minutes. The cal can be switched on or off remotely

/cgi-bin/public_wiki/wiki.pl?1050CM
/cgi-bin/public_wiki/wiki.pl?MB20
/cgi-bin/public_wiki/wiki.pl?H-OH
/cgi-bin/public_wiki/wiki.pl?GALILEO
/cgi-bin/public_wiki/wiki.pl?AT_S-BAND
/cgi-bin/public_wiki/wiki.pl?AT_C-BAND
/cgi-bin/public_wiki/wiki.pl?AT_X-BAND
/cgi-bin/public_wiki/wiki.pl?METH6
/cgi-bin/public_wiki/wiki.pl?MARS
/cgi-bin/public_wiki/wiki.pl?KU-BAND
/cgi-bin/public_wiki/wiki.pl?13MM
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as required, using an observer-selectable waveform. Typically the cal is run as a continuous
low-level NAR (Noise-Adding Radiometer) with the cal level approximately 10% of Tsys, for a
time-averaged increase of 5%. The frequency of the switching signal is typically between a few
Hz and 500Hz.

For more information on particular receivers, please refer to individual links above in Table
Table 3.1.

3.3 Conversion System

The Parkes Conversion System (PCS) is summarised as follows:

• It is possible to observe simultaneously two widely separated spectral-line features within a
receiver passband. Alternatively, in the case of a dual band receiver (eg. The S-X receiver
covering 2.2-2.5 GHz and 8.1-8,7 GHz), spectral-line or broadband noise observations may
be made simultaneously for each of the bands.

• ual polarisation is available for each of the observing frequencies, necessitating a total of
four conversion channels. However, as the modules are paired, only two independent Local
Oscillator (LO) systems are needed.

• The input bands are 300-750 MHz (UHF-band), 1.2-1.8 GHz (L-band), 2.2-3.6 GHz (S-
band), and 4.5-6.1 GHz (C-band). Observations outside these bands, for example at K-band
(22 GHz) are accommodated using an extra conversion on the receiver package or using LOs
in the focus cabin and/or upstairs control room.

• Wherever possible signals generated by the local oscillator system should not fall within any
signal or intermediate frequency (IF) bands to reduce the incidence of internally generated
interference [2]. Unfortunately, due to the very wide S-band (2.2-3.6 GHz), one of the LO
frequencies may fall inside the band for some observing frequencies.

• Frequency switching may be used for observations of a single spectral-line. For C-band
inputs, frequency switching is available for two spectral-lines simultaneously.

• In order to ensure the conversion system is capable of supporting simultaneous use of DFB4,
BPSR and HIPSR, a number of buffered outputs for each output bandwidth have been
provided. Each of the 4 channels has 4 of 64 MHz, 3 of 128 MHz, 3 of 256 MHz, and 2 of
900 MHz bandwidth (BW) outputs available. One complete set of outputs for each channel
(64, 128, 256, and 900 MHz BW) have been provided at the front of the conversion rack.
The remaining system outputs are cabled to bulkhead connectors in the rear of the rack
for permanent connection to the DAS and an RF Switch Matrix. The latter operates the
standard connections from the conversion system to the several correlators/backend units.
It is operated by software and in most cases the connection Conversion System output
to backend is automatically instated by the observation control software (TCS: Telescope
Control System).

An in–depth discussion of the PCS (including block diagrams) is available here.

3.4 Signal Path

An overall outline of the Parkes observing system is shown in Figure 3.1.

http://www.atnf.csiro.au/people/Suzy.Jackson/paper3.pdf
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.

Figure 3.1: Overview of the Parkes observing system.

Single-beam spectral–line observations have back-end options using 4, 8, 16, 32, 64, ... MHz
bandpass capabilities of the 8–bit digital filterbank, DFB4. For Pulsar observations, it is possible
to switch simultaneously record data on several back ends at once.

3.5 Correlators

A number of correlators/backend units are available:

• DFB4: spectral-line, pulsar, continuum and polarimetry, for one IF dual polarization ob-
servations

• APSR: coherent dedispersion recorder for pulsar observations (one IF dual polarization).

• HIPSR: a new reconfigurable digital backend for the Parkes multibeam receiver with a
maximum of 13 IFs, dual polarisation. HIPSR is capable of running many different firmware
modes, so can be used for both high resolution, wide bandwidth spectral-line observations
(see below), and high time resolution pulsar observations. As of writing, there is only
one mode of operations supported: this is BPSR high time resolution pulsar modes, used
in the HTRU survey. HISPEC is a 8192 channel, 400 MHz bandwidth spectrometer for
H\sc i observations and is currently not supported. Please contact Jimi Green for more
information.

Please check the Parkes Correlator Guide for information on capabilities or email
parkes-operations@csiro.au to ascertain requirements.

http://www.parkes.atnf.csiro.au/observing/documentation/software/CORREL/index.html
mailto:parkes-operations@csiro.au
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4 Planning Your Observations

4.1 Applying for Observing Time

Parkes-specific information for upcoming semsters and submission deadlines can be found here,
while current and archived observing schedules can be found here.

Information regarding system capabilities not listed in the above can be addressed to
parkes-operations@csiro.au

4.2 Observing Modes

Spectral and continuum-line observations can be performed with all currently-available receivers
and back-ends. Possible observing modes include:

• TRACK

Simply track the position for the specified length of time.

• LINE-POINT

Execute a 5-point pattern about a target, along with one off-source position for bandpass
reference (not currently implemented).

• MX

The position is tracked in turn by each beam (Multibeam receiver only.)

• MXCAL

Observe a calibrator with each beam in turn (Multibeam receiver only.)

• SCAN

The telescope scans from one end to the other at a requested rate.

• SPOT

Perform a four-point scan (forward/reverse in RA, forward/reverse in DEC), across a source
for the purposes of defining pointing offsets and calibration purposes.

• Equatorial-Horizontal Mixed Scans

Here the telescope can perform AZ-EL "spider" scans (..., -90, -45, 0, 45, 90, ...) referenced
to an RA/DEC position. The scans are conducted along the Great Circle passing through
the source. Mapping an area in AZ-EL centred on the RA/DEC position is also possible.

• RSCAN/PSCAN

RSCAN is the TCS equivalent to the ATCA RSCAN, where the telescope is continuously
in scanning mode between to Azmiuth limits. It has some precision synchronisation so that
scans on subsequent days interleave correctly.

PSCAN is a variant of RSCAN in that an RSCAN is executed, in Azimuth, followed by a
calibration observation. Note that strict LST synchronisation is required. A file defining
the cal source and the Azimuth scan details needs to be consulted before each set.

There are three methods of switching. Not all methods are available with all receivers/back-
ends.

• Position Switching

Using the TRACK mode, the telescope alternates between an on and off-source position
where the latter is assumed to be free of line emission. This mode is typically used for
observing molecular lines such as Ammonia and Maser lines. Point-by-point mapping can
be done with this mode.

http://www.atnf.csiro.au/observers/
http://www.parkes.atnf.csiro.au/observing/schedules/
mailto:parkes-operations@csiro.au
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• Frequency Switching

During an observation, the observing frequency alternates between a pair of frequencies.
Both slow and fast modes are available. This mode is often used for SCANNING on-the-
fly observations which look at spatially-extended emission such as wide (Galactic HI) and
narrow hydrogen recombination spectral lines. The second (switched) frequency is used as a
reference spectrum which aids in data reduction and can increase signal to noise by at least
a factor of two over the position-switching mode. The total frequency switch can be either
“in-band” or “out-of-band”. The size of the throw depends on the nature of the emission
you are seeking. The throw should be at least 2-3 times the width of the widest profile you
might expect in your data. You should also be aware if you are observing multiple spectral
lines within a bandpass, some of the data processing applications such as livedata produce
ghosts which may overlap and be confused with real spectra. For estimating the size of the
required throw, for wide Galactic Hi observations, a frequency throw of about 3 MHz with
an 8 MHz bandwidth is the norm.

• Beam Switching

This is currently restricted to Multibeam receivers (MX mode). The position is tracked in
turn by each required beam of the Multibeam system. This mode is ideal for observing
sources such as single galaxies (or multiple if all lie within the beam). When a beam is not
looking at the source we assume it’s collecting a reference spectrum from blank sky. The
prior and following scans are used to form the bandpass calibration.

4.3 Creating Schedule Files

For the majority of programs, you will be using the Telescope Control Software (tcs). The tcs
graphical user interface (tcs GUI) is written in Glish/Tk and runs on a Linux workstation. A
Glish client runs on the same host as the tcs GUI which serves as a communications channel
between the tcs GUI and the (Linux) controller.

There are two ways to use tcs. The first is to select observing parameters from the tcs GUI
via widgets and entry boxes. The second (and recommended) is to use schedule files (simple
text-files) which contain lists of keys and assosiated values which become the default parameters
on the tcs GUI. In this way, it is possible to control the numerous components of the observing
system. These systems include:

• Antenna Control (coord system, observation type)

• Tracking parameters (position, offset type, duration)

• Scanning parameters (scan center, scan range, duration/rate)

• Receiver control (receiver, focus, parallactic angle, feed angle)

• Correlator (mode, configuration)

• Local Oscillator (rest/sky frequency, bandwidth, channels, frequency switching/offset,
frame)

• Cal Control Unit (enable/disable cal injection for receiver)

• Back End Controller Computer (enable Tsys logging)

Until accustomed with the system, first-time users are strongly urged to use schedule files.
Detailed information on keywords used in schedule files and some examples can be found in the
tcs documentation However, please note this is seriously out-of-date and you should consult this
manual or note there are a number of online utilities which allow you to create a TCS schedule
file for spectral-line, continuum and pulsar observations.

For spectral-line and continuum observations there are online tools for position–switching,
tracking (with/without frequency-switching), beam–switching, on-the-fly mapping, scanning
(with/without frequency-switching), or spot calibration.

http://www.atnf.csiro.au/computing/software/tcs/tcs.html
http://www.parkes.atnf.csiro.au/observing/utilities
http://www.parkes.atnf.csiro.au/observing/utilities/pswitch.php
http://www.parkes.atnf.csiro.au/observing/utilities/track.php
http://www.parkes.atnf.csiro.au/observing/utilities/track.php
http://www.parkes.atnf.csiro.au/observing/utilities/otfscan.php
http://www.parkes.atnf.csiro.au/observing/utilities/otfscan.php
http://www.parkes.atnf.csiro.au/observing/utilities/spot.php
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For each form, there is help associated with each field, which the user fills in according
to requirements. Below, we show two mapping examples as part of a ficticious project to
characterise the RCW41 HII region; one for continuum/polarisation at 2.8GHz and the other
spectral-line, looking at the first four transitions of the ammonia line.

For Pulsar observations, there is an online tool for creating a PDFB pulsar schedule here. It
contains instructions on how to go about producing a schedule from scratch.

4.3.1 Pulsar Observations

A PDFB pulsar schedule can be created on the following web page here. The web page contains
instructions on how to go about producing a schedule from scratch. When completed, save the
schedule and transfer it to a location that TCS can access and load. In filling out the form,
the valid PDFB correlator configurations for both FOLD and SEARCH modes are listed in the
online tool.

4.4 Radio-Frequency Interference Considerations

An introduction to RFI observed at the observatory and surveys performed is available here.

4.5 Standing Wave Reduction

For Parkes, characteristic small-scale ripple with periodicity ∼5.7 MHz arises from multiple
reflections in the 26m space between the vertex at one end, and the focus and/or underside
of the focus cabin at the other. Figure 4.1 shows 22 GHz observations of a strong Ammonia
source, G316.819, showing strong (1,1) and (2,2) transitions for 4 minutes (exact multiple of 60
seconds). The two observations were taken one after the other, the first (upper panel) with no
special ’de-rippling’ measures, the lower taken in a mode where the receiver is moved cyclically
up and down in the translator Y-axis to ’smear out’ the ripple with amplitude 6.3mm peak-
to-peak (λ/2) and period 60 seconds. This technique is available for use with higher-frequency
receivers only and proposers should contact Parkes Operations (parkes-operations@csiro.au)
before submitting proposals.

Figure 4.1: Upper panel showing characteristic 5.7 MHz standing wave interference with
lower panel showing a cleaner spectrum obtained with receiver cycling.

4.6 Dish Surface Quality

A 4 GHz holographic survey of the dish surface was performed prior to the 1995 upgrade of the
focus cabin. Other surveys at 3.95 GHz (June 1996) and 12.75 GHz (July 1996) were performed

http://www.parkes.atnf.csiro.au/observing/utilities/pulsar_sched/
http://www.parkes.atnf.csiro.au/observing/utilities/pulsar_sched/
http://www.parkes.atnf.csiro.au/observing/rfi/
mailto:parkes-operations@csiro.au
http://www.atnf.csiro/observers/memos/d96f83~1.pdf
http://www.atnf.csiro.au/people/~mkesteve/PKS_HOLO/pks_holo.html
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after the installation of the new focus cabin. Details of the readjustment of the inner 44m of
the Parkes reflector in December 1996 is also also available here. As part of the NASA Mars
tracking contract in 2003/2004, the Parkes Telescope’s surface was upgraded to make it more
reflective and sensitive at X-band (∼ 8.5 GHz). The surface upgrade improved the telescope’s
performance by about 1 dB (or 25%). A technical guide is available.

http://www.atnf.csiro.au/people/~mkesteve/PKS_HOLO/surface_adjust.html
http://www.parkes.atnf.csiro.au/news_events/surface_upgrade/panel_report.pdf
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5 Remote Observing

5.1 Introduction

Remote observing with the Parkes telescope from the Marsfield Science Operations Centre (SOC)
which commenced in December 2012, and is expected to be the default mode of observing by
the start of the OCT13 semester. Observing from Parkes will still be permitted for complex
or non-standard observations, or in other circumstances where this is the more sensible option.
Observers who have successfully observed from the SOC will be permitted to carry out subse-
quent Parkes observations from other remote locations: all observers must observe at least once
every 12 months from the SOC in order to become a qualified Parkes remote observer.

An introduction to the SOC is available here.

5.2 Before You Observe

5.2.1 Remote Observing Requirements

The remote observer will need the following:

• An active CSIRO login account. To establish an account, follow the instructions here. Allow
5 working days for the account to be established.

• To book as an observer for the scheduled observations at the Observing Portal, under the
Book tab; see below for an example on how to perform project bookings.

• To have completed the online Observing induction and have observed from the SOC (or
Parkes) in the last twelve months. First-time observers will need to conduct a face-to-face
induction at the SOC in Sydney under the supervision of a trainer before being qualified as
Remote Observer.

• To have a project requiring a standard configuration. If the observation is non-standard,
the observer is required to come to the SOC or Parkes at least for the first run of the project
to support the non-standard setup (if required) and/or be trained in the use of the special
observing setup the project requires.

• A computer with the following:

• Access to the internet;

• A recent version of a commonly used operating system.

• A version of VNC viewer, TightVNC (Windows) or Chicken of the VNC (MacOS X).

• A web browser that supports HTML5 and has javascript enabled; supported browsers
are: Firefox v16+, Sarafi v6+ and Chrome v23+. Internet Explorer v8+.

• A screen size at least 1920 x 1200 is recommended; a multiple screen setup will be
beneficial for more complex observing setups for observing from places other than the
SOC (i.e., where two instances of TCS are required).

5.2.2 How to book for observing projects

Booking for projects is vital as Science Operations needs to ensure all observers are fully qualified.
In terms of qualification, this means you have observed from the SOC (or Parkes) at least once,
have completed the online Observer induction in the last twelve months and in the case of first-
time observers, undertake a face-to-face induction to familiarise yourself with how observing
with Parkes is undertaken (this can be done at the SOC or remotely if appropriate.)

You can determine your eligibility to remote observe by looking at the "Your certification
status" under the "Certification" tab of the PORTAL.

http://www.atnf.csiro.au/observers/SOC/
http://www.atnf.csiro.au/cgi-bin/atnfres/ident_request.pl
https://parkes-ops.atnf.csiro.au/jPORTAL/
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Please note we require all bookings to be made at least two weeks prior to the scheduled
observations.

If there are no bookings 14 days prior to schedule observations, an email is sent to the project
Principal Investigator, asking them to start organising people to book on the PORTAL. Another
reminder is sent to all people on the proposal 7 days out. Once you have obtained a CASS Unix
account, you can log onto the Parkes Observing PORTAL and start booking. We’ll go through
an example below.

• Log onto the PORTAL and click on the "Book" tab. The interface should look like that
below.

• Click on "Booking details" and enter your details on the left-hand side. This includes
information such as your location and any other details relevant to the booking in the
Comments section. If you are observing for a NAPA or ToO observation,

• To request Green Time, you can double-click on ’Green Time’ and enter a project code if
known or enter ’PX’ if a new observation.

• You can filter against specific projects using the "Select Project" dropdown on the right-
hand side. Select your project and click on "showFilter". In the example below, future
blocks for project P486 are shown. Click on "reloadSched" to display all projects. Note
clicking on the project code in this table will change the calendar view to that starting date.

• Once you have your selected project(s), you will see a "Book" button next to observing
blocks. To place your name against any block, click on "Book". The PORTAL will process
the request and if everything is okay (i.e., you have all relevant details filled out), the button
will change from "Book" to "Cancel" (see image below.) At this stage booking for the first
P486 block is complete and you can make subsequent bookings as required. If you navigate
to the relevant schedule calendar block(s), your name will be listed. Each schedule block
in the calendar will show who is observing- those observing from the SOC are indicated in
white.

• If you make a mistake- say book against the wrong project, you simply click the "Cancel"
button for that observing block. Your name will also be removed from the Schedule calendar
block.

Figure 5.1: Booking for observing blocks on the Parkes PORTAL.

https://parkes-ops.atnf.csiro.au/jPORTAL/
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5.3 Remote Observing Support

This support model commenced at the start of the OCT13 semester.

The remote observer in need of assistance should, in general, consult these in the order given
below.

• The Online User Guide.

• The designated Project Expert. This is equivalent to the DA role at Narrabri, but specific
to the project. This is usually an expert observer of the Parkes Telescope.

• During business hours only, a rostered member of the Parkes SO staff can contacted if the
issue is beyond the knowledge of the Project Expert.

• The Emergency Contact Person can be contacted for emergencies only, out of business
hours. They are not to be contacted for issues relating to observing unless they pose a
threat to the antenna safety.

Figure 5.2 shows the flow of support as defined above.

Figure 5.2: Remote Observing Support Model.

5.3.1 Role of the Remote Observer

The role of the Remote Observer is to monitor the progress of the observation and the condition
of the telescope and collected data through a variety of interfaces. During the observation, this
monitoring is the remote observers’ primary responsibility.

The state of the telescope is monitored by its automated protection system, the TPS (Tele-
scope Protection System). The TPS monitors the critical telescope systems, and acts in favour
of the safety of the telescope if adverse conditions are detected. Its actions include stowing the
telescope or disabling its motion, switching between alternate power sources for the telescope
and initiating observatory staff intervention. Monitoring displays used for observing will inform
the observer of any action taken by the TPS.

http://www.parkes.atnf.csiro.au/observing/documentation/user_guide/pks_ug.html
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5.3.2 Role of the Project Expert

Each team is required to nominate the Project Expert at the time of the proposal submis-
sion. This is an astronomer who is an expert observer of the Parkes Telescope for that specific
observing mode. Tasks of the Expert are:

• To train the Observer to Remote Observations in case of First Time Observers or Observers
who have not conducted observations with Parkes in the last 12 months. This usually
happens either at Parkes or at the SOC and includes training on:

• Setting up schedules

• Setting up the observations

• Startup observations

• Assessing the data quality

• Support the team observations. The Expert will set the time range he/she can be contacted.

• To contact Science Operations support in case of need (business hours only, 8:00-16:00
weekdays only).

• Call the ECP for any perceived threats to telescope safety at any time.

5.3.3 Role of Science Operations

• Construct and publish the Parkes observing schedule and Online User Guides.

• Manually override the handover mechanism when needed.

• Train Project Experts.

• Be part of the ECP team.

• Call the ECP for any percieved threats to telescope safety at any time.

5.3.4 Emergency Call-out Person

The Emergency Call-out Person (ECP) is part of the Parkes Rapid Response Team which
comprises members of the Parkes staff equipped to solve or assist in solving telescope safety
issues that TPS cannot address. At all times one member of the team will be on duty. They
will be contactable by the TPS, by staff in EO or SO, and by the remote observer. The role
of the Call-out person is two-fold. The chief role is to assess any emergency situation brought
to their attention, and if necessary call for assistance from other members of the team or from
emergency services (eg. local fire brigade). The sequence to be followed is:

• Acknowledge TPS call.

• Assess the nature of the Alarm on the TPS (and other sources of information like the VNC
sessions).

• Take action on the TPS panel, if appropriate.

• If necessary, travel to the telescope, and if safe, enter the tower.

• Assess the situation to establish the source of the alarm and any other factors that have
bearing on the situation (if not done in item 2 above);

• If necessary and safe, take control of the telescope.

• Either act to remove or mitigate the threat, or call for extra assistance.

• Log the response in the Call-out log.

• Advise the observer on the likely course of action to return to normal operations.

• Once the situation is resolved (possibly hours later), return the TPS to its normal operating
condition (various inputs may have been isolated as part of the response) and hand the
telescope back to the remote observer.

• Make a final log entry to close the event.



Chapter 5: Remote Observing 19

5.4 Stowing and Unstowing

Note: If you are unstowing the telescope for observing, you must first follow the following
procedures:

• Login in and check the chat utility is available on the Observing PORTAL.

• Check that the Telescope State is set to OBSERVING (on the chat utility.)

• Establish a dialogue with the current contact via phone call from details provided on the
chat utility via the Observing PORTAL.

• Once permission to observe is obtained and the antenna is handed over to you, you need to
register as the observer in charge via the Observing PORTAL.

• Follow the appropriate handover procedure as outlined below.

With the MCP in Computer Remote, you can stow/unstow the antenna using TCS. Under
the "ACTION PANEL" (top right of TCS GUI), you press the "Stow" button. Once complete,
this will disable the drives in Azimuth and for Zenith, the antenna will drive to the Zenith Stop
position (~ -0.54 deg) and put in the locking pin. Note the safety timer will also be disabled.

To unstow the antenna, press the "Unstow-ExLim" button on TCS, under the "ACTION
PANEL" section, top right on the TCS GUI. This will remove the Zenith locking pin, drive the
antenna out of limits and leave both drives enabled. Note again, that the MCP must also be in
Computer Remote.

Note: You can only start observing with TCS if the Zenith angle is greater than 1.2 degrees.

5.5 Handover Procedures

This section provides detailed checklists of the handover procedures for the different type of
situations that can be met:

• Staff-to-Observer

• Observer-to-Staff

• Observer-to-Observer

• No Operator-to-Observer (start with antenna stowed)

• Observer-to-No Operator (end with antenna stowed)

• No Operator-to-Staff

• Staff-to-No Operator

An example of No Operator is when the an Observer takes control after a Green Time period.
Here, “Staff” refers to Science and/or Engineering Operations staff, located at the Parkes site.

The above that are relevant to observing are described below, but users should consult the
full procedures for remote operations here.

5.5.1 Staff-to-Observer

• Staff safely sets MCP to Remote;

• Staff sets the antenna state to OBSERVING on the Observing PORTAL;

• Staff makes the VNC sessions accessible from outside (e.g.: changing back the password to
that known by the users);

http://www.parkes.atnf.csiro.au/observing/documentation/user_guide/RAPT_procedures_v2.3.pdf
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• Staff and Observer communicate via chat/phone and agree on handing over the antenna
(N.B.: it is recommended this occurs via telephone for the initial period of remote opera-
tions);

• The Observer places their contact details on the Observing PORTAL;

• The Observer takes control of the antenna by logging onto the VNC sessions;

• Observer sets up the observations (see User Guide for details);

• Observer conducts the observations.

5.5.2 Observer-to-Staff

• Staff contacts the current Observer via phone or chat utility (N.B.: it is recommended this
occurs via telephone for the initial period of remote operations);

• Staff and Observer agree on when to hand over the antenna;

• Staff takes control of the antenna;

• Staff makes the VNC sessions unavailable to observers (e.g., killing the VNC sessions and
changing the password);

• Staff sets the antenna state to MAINTENANCE on the Observing PORTAL;

• Staff operates the antenna for local activity (either Maintenance or Reconfiguration);

5.5.3 Observer-to-Observer

• The new Observer contacts the current Observer;

• The two Observers agree on handing over the antenna (time, how to leave the antenna, et
cet.);

• Once the above is done, the new Observer registers themselves as the observer in charge
via the Observing PORTAL;

• N.B.: if the current observer is not contactable, the new Observer can take control of the
antenna at the start of the project scheduled time;

• The new Observer takes control of the antenna;

• Observer sets up the observations (see User Guide for details);

• Observer conducts the observations.

5.5.4 No Operator-to-Observer

(N.B.: to further investigate whether this procedure - combined with the others, e.g. Staff-to-No
Operator - is sufficiently safe.)

• The new Observer checks that:

• No one is in charge of the antenna (no details on the chat utility).

• MCP is set to Remote

• The antenna state on the Observing PORTAL is set to OBSERVING;

• The antenna is either stowed or stationary.

• The Observer registers themselves as the observer in charge via the Observing PORTAL.

• The Observer takes control of the antenna;

• Observer sets up the observations (see User Guide for details);

• Observer conducts the observations.

5.5.5 Observer-to-No Operator

• The Observer ends the observations.

• The Observer checks not having been contacted on the chat utility.
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• The Observer Stow the antenna (via TCS, see User Guide).

• The Observer quits TCS and the Backend GUIs used.

• The Observer clears the contact details in the chat utility.

• The Observer quits the VNC sessions.

5.5.6 No Operator-to-Staff

• Staff checks that:

• No one is in charge of the antenna (no details on the chat utility)

• MCP is set to Remote

• The antenna state is set to OBSERVING;

• The antenna is either stowed or stationary.

• Staff takes control of the antenna by;

• Staff makes the VNC session not available to the users (e.g., killing the VNC sessions
and changing the password);

• Staff sets the antenna state to Maintenance;

• Staff operates the antenna for local activity (either Maintenance or Reconfiguration);

5.5.7 Staff-to-No Operator

• Staff safely sets MCP to Remote;

• Staff sets the antenna state to Observing;

• Staff makes the VNC sessions accessible from outside (e.g.: changing back the password to
that known by the users);

• Staff stows the antenna, leaves it under remote control, and leaves a message on the chat
utility that the antenna is ready for remote observing;

• Staff clears the contact details in the chat utility.

• Staff quits the VNC client used.

5.6 Using VNC from the SOC

Parkes Observing from the Science Operations Center (SOC) is done in a dedicated room with
three monitors connected to the machine pyxis. The username and password can be obtained
from SOC observing support.

The recommended layout for observing is shown below in Figure 5.3. Please try to stick with
this layout.
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Figure 5.3: Using VNC from the SOC.

The VNC servers on joffrey are run as user pksobs. Prior to observing, ensure:

• Have logged into the Parkes Observing Portal and FROG.

• You have contacted the current observing team (or local Parkes staff member) that is listed
in the Welcome tab of the chat utility, located in the Parkes Observing Portal.

• On the Welcome tab of the Portal, click on the regitration of current observer/staff and
enter your details.

Once the above is done, open two terminals, one in each screen on the SOC Parkes observing
machine (pyxis) and type the following:

vncviewer -shared [-noraiseonbeep] joffrey.atnf.csiro.au:1 in the first screen,

vncviewer -shared [-noraiseonbeep] joffrey.atnf.csiro.au:2 in the second.

https://parkes-ops.atnf.csiro.au/jPORTAL/
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The -noraiseonbeep should be used if you do not like beeping terminals to take focus. The
VNC password is available from the SOC Parkes observing desktop, or from staff.

The third screen should be used to dislay the following: FROG and theObserving Portal.
If you are observing in Pulsar mode, you may also connect to the Pulsar Online Monitor.

Other Pulsar backends:

• APSR

• BPSR

• CASPSR

As you will require a web brower to access the above, we recommend you do the following as
the browser on joffrey and myrcella is disabled.

ssh -L 30000:caspsr-srv0:80 ident@orion.atnf.csiro.au

Where ident is your ATNF *nix account which can be obtained from a link on the login page
of the PORTAL. Once you have connected as above, you point your browser to:

http://localhost:30000/bpsr/ or http://localhost:30000/caspsr/ as required.

5.6.1 VNC startup on joffrey:1

Assuming you are starting up for the first time, ensure the following are present on joffrey:1.

5.6.1.1 TCS primary

On joffrey:1, in the first virtual window.

If TCS is already running, it is recommended you close it and exit the terminal (especially if
interleaving projects are pulsar and spectral/continuum in nature.) Open a terminal on joffery
and type the following:

• tcs.

From the startup GUI, select the relevant mode for your observations (and select the expert
mode). Select the relevant recall state if there is one. For example:

• For DFB4 spectral–line/continuum observing select:

• DIGITAL F’BANK (time binning)

• EXPERT MODE

• SELECT PROJECT (if present, via bottom menu)

• For DFB4 Pulsar observing select:

• Pulsar observing modes.

• EXPERT MODE

• SELECT PROJECT (if present, via bottom menu).

• Once open:

• FOLD or SEARCH MODE

• SELECT relevant schedule

https://parkes-ops.atnf.csiro.au/jFROG/
https://parkes-ops.atnf.csiro.au/jPORTAL/
http://www.parkes.atnf.csiro.au/online/psrmon/
http://apsr-srv0.atnf.csiro.au/apsr/
http://hipsr-srv0.atnf.csiro.au/bpsr/
http://caspsr-srv0.atnf.csiro.au/caspsr/
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• Focus: Enable

• Antenna: Enable

If the antenna doesn’t enable, likely it means that either another TCS is still running
with antenna enabled (which takes the antenna control) or other software is controlling the
antenna (like PMDAQ used for PSR obs with the Analog Filter Banks).

• Auxillary: Enable

• Correlator: Enable

• Sched agent: CTRL for Spectral-line/Continuum and GUI for Pulsar

• Sched files (Spectral–line/Continuum observations).

• Click on Sched file and select OWN, then select the schedule file.

• For Spectral-line and Continuum projects. Schedule files are located in
/home/pksobs/Projects/PXXX/ or /nfs/online/local/tcs/sched/pXXX .

• For Pulsar projects, schedule files are usually located in /psr1/tcs/sched/ .

The indication that this is TCS primary is shown on the title bar of the TCS GUI.

5.6.1.2 TCS alternative

On joffrey:1, in the second virtual window.

If you are using another instance of TCS (i.e., you are using DFB4/CASPSR simultaneously),
open a myrcella terminal (right–most terminal icon on taskbar) and type:

• start_alt, then

• tcs alt.

If you are NOT using another instance of TCS, you may use this virtual window for other
purposes, but note anything you open may be closed at the start of the next observing session.
The indication that this is TCS alt is shown on the title bar of the TCS GUI.

It is important to note the dummy antenna systems are started by start_alt, otherwise
file header parameters will be incorrect. Note that start_alt kills existing processes before
restarting them.

Note that for Pulsar projects, schedules such as the following should be used:
P456 MB PDFB4A.sch (note the A for alternate.)

5.6.1.3 LOBOSS, LOGUI and OPERFCC

On joffrey:1, in the third virtual window.

On the bottom panel, click on "Observing Tools" and start LOBOSS, OPERFCC and
LOGUI.

5.6.1.4 PKMC

On joffrey:1, in the fourth virtual window.

On the bottom panel, click on "Observing Tools" and start PKMC.



Chapter 5: Remote Observing 25

5.6.2 VNC startup on joffrey:2

Assuming you are starting up for the first time, ensure the following are present on joffrey:2.

5.6.2.1 DFB4

On joffrey:2, in the second virtual window.

If using DFB4, on the bottom panel, click on “Backend Tools” (twice) to open two ssh
connections to pkccc4. Now do the following:

• corkill in the first terminal, to terminate any existing processes, then

• spd

• sdfb4 for continuum/spectral-line projects OR

• pdfb4 for pulsar observations.

5.6.2.2 MoniCA

On joffrey:2 in the fourth virtual window.

On the bottom panel, click on “Observing Tools” and start MoniCA.

After selecting the Parkes site, you can select the appropriate monitoring GUI from the
Navigator menu. Suggested monitoring items:

• Navigator -> favourites -> Generators

• Navigator -> environment -> lightning -> summary graph

• Navigator -> pksobs -> site -> currentalerts

Note: To display multiple panels, click Window -> New window and select the page to display
from there.

The currentalerts contains a watchdog monitor of a few critical systems such as UPS status
and site power. It may also contain monitoring points of current interest which you should be
on the lookout for. These monitoring points can change at any time and should NOT be altered
unless done so by local staff.

5.7 Using VNC outside of CSIRO

If necessary, download a VNC client. We recommend TightVNC, which exists for Linux and
Windows. Mac users should use Chicken of the VNC.

Establish an ssh tunnel into ATNF for VNC’s use, you will need one tunnel for each screen.

joffrey:1 => ssh your_ident@orion.atnf.csiro.au -L 5901:joffrey.atnf.csiro.au:5901

joffrey:2 => ssh your_ident@orion.atnf.csiro.au -L 5902:joffrey.atnf.csiro.au:5902

Here, your ident is your CASS *nix account (NOT your NEXUS account). This is a require-
ment for remote observing.

Now, start the VNC Client on your local computer and connect to 127.0.0.1:5901, which is
the VNC display for TCS, LOBOSS, etc.

Next, start another VNC Client on your local computer and connect to 127.0.0.1:5902, which
is for backends such as DFB4 and MoniCA.
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If you are unable to connect using the the above AND you are outside the CSIRO network,
contact your ISP or home institution.

See Section 5.6 [Using VNC from the SOC], page 21 about connecting to Pulsar backends
such as APSR, BPSR and CASPSR using ssh tunnelling.

5.8 Observing Specifics

Below is a detailed "checklist" for you to perform before you start Spectral-line and/or Con-
tinuum observations. The checklist is divided into sections, based on the application you are
required to use.

5.8.1 Conversion System

• Spectral-line / Continuum Projects: To set LO attenuation, in any terminal, enter lorun
~/losetup/pXXX.cmd ("pXXX" is your project code). Check the ~/losetup directory for a
full list.

TBA: This can also be added to the TCS schedule file.

• Pulsar Projects: To set LO attenuation, enter lorun ~/losetup/mb.cmd for the 20CM
Multibeam receiver, or lorun ~/losetup/3100+732.cmd for the 1050CM receiver. Check
the ~/losetup directory for a full list.

For both cases, to check if it attenuators are correctly set after issuing an lorun command,
press REFRESH on LOGUI. Check C12att, C30att, C40att (if using 64/128 MHz BW), and
check C50att (if using 256 MHz BW). See if these are set to the desired levels as set in the .cmd
file.

5.8.2 OPERFCC

With OPERFCC, you can move a receiver on axis. TCS should do this as long as you have
the "receiver" key in your schedule file(s). If using atsnap to drive the antenna, you will need
to place your receiver on focus manually by selecting your receiver and press "Place selected
receiver on axis".

5.8.3 PKMC

• Focus Cabin Switches -> Camera

TCS should do this, but on PKMC, turn off all cameras but pressing the "Camera" button
to red (off). Failure to do this may cause RFI for your observations. TCS and FROG will
also alert you if the cameras are still on. See the site.alarms.FCCCams point name under
the Alarm Manager tab.

• Focus Cabin Switches -> Rx

For all receivers, you should use PKMC to turn your receiver ON/OFF. Click on LNA
buttons to turn them GREEN (on) or RED (off) Note: If the receiver is labeled "Local or
not present" instead of "Remote", you will need to contact local staff. Also, if the System
Control label is in "Local", contact local staff to place control to "Remote".

• Switch Matrix

This is usually managed by TCS, no user action required. Some non-standard configurations
require a special setup. If so directed by the support staff you will need to run an smrun
script from joffrey:

• smrun ~/smsetup/pXXX.cmd
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"pXXX" is your project code. Note the filename may be different, check with local opera-
tions staff.

To check whether the Matrix is correctly set, you can check the connections via the Switch
Matrix GUI. Some examples are shown below.

• Polarisation/spectral-line mode using only DFB4:

• Under Pol A, your BW is connected to DFB4 A1

• Under Pol B, your BW is connected to DFB4 B1

• Pulsar observing using DFB4 and BPSR concurrently:

• Under Pol A, your BW is connected to DFB4 A1#1

• Under Pol B, your BW is connected to DFB4 B1#1

• Under MBCS, BPSR A1 is connected to channel 1 (beam 1A)

• Under MBCS, BPSR B1 is connected to channel 2 (beam 1B)

• Cal Control Unit

• If Tsys is to be recorded using DFB4 => Set the Calibration signal

• Managed by TCS with CALMODE = SYNC keyword in schedule. CALMODE
= OFF disables Tsys measurements.

• Click "show" of the "Cal Control Unit"

• Turn off all cal signals

• Turn on cal signal "row of your receiver => column BEC-Sync0"

• Note: the TCS schedule command "enable becc" should also enable Tsys logging.

• This is a spectral-line / continuum option only.

• If Frequency switching with DFB4 is to be used => Set the Calibration signal (freq
sw):

• Must be done manually, TCS cannot set this automatically!

• Turn on cal signal "Conv Rack Freq SW => column MBCor FreqSW"

• Turn off all undesired cal signals

• This is a spectral-line / continuum option only.

• If frequency-switching with MB20 and MBCor is to be used => Set the Calibration
signal:

• Must be done manually, TCS cannot set this automatically!

• Turn on cal signal "MB FreqSW => MBCor FreqSW"

• Turn off all undesired cal signals

• This is a spectral-line / continuum option only.

5.8.4 Correlator

• Spectral-line / continuum projects, check the GUI window title has "Archive: RPFITS".

• Pulsar projects, check the GUI window title has “Archive: CFITS”.

IF THE CORRELATOR DOESN’T START, follow the recommended procedures listed in
the Troubleshooting section of the Correlator user Guide.

http://www.parkes.atnf.csiro.au/observing/documentation/software/CORREL/
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5.8.5 SPD

Some basic commands:

sel * to see all bandpass data

sel 11 to see spectra (DFB only)

sel pp11 to see profiles (DFB only)

sel aa, bb, cc, dd display Pol A/B, first (aa/bb) and second (cc/dd) IF

bins 1 - N time-binning mode only: it shows the first N bins of a time-cycle (DFB only)

x toggle "x" axis: channels <=> frequencies

a auto scale amplitude. You can define limits, e.g. a 0 1e3

ch x-y show only channels from #x to #y. It is usually useful to skip first and lasts channels,
e.g. ch 5-8185

avg|noavg to enable/disable time averaging.

quit to exit spd.

Additional commands for SPD can be found at the following: SPD Users Guide

5.8.6 DATA

On any machine, data is located in directories:

• /nfs/PKCCC4 1 => DFB4 pulsar

• /nfs/PKCCC4 2 => DFB4 spectral-line/continuum

• /nfs/PKCCC4 3 => DFB4 pulsar

Note all data processing should to be done on pictor.

5.9 Telescope Protection System

The purpose of the Telescope Protection System (TPS) is to only capture issues that would have
a major impact if not acted on in a timely manner. In the past, many of these issues have been
left to the observer(s) to deal with. The TPS is a standalone controller which communicates
with systems such as power, weather, vibration monitoring, cryogenics and other equipment.
These devices are also connected to MoniCA, which the TPS also references.

The TPS has two forms of alert. These are "Alarm Out" and "Info Out". The TPS will
follow the appropriate action as specified in Table Table 5.1. It should be noted that the actions
described will only be carried out with the Master Control Panel in Computer Remote mode.
This will become the default mode of operation for observing at Parkes.

http://www.parkes.atnf.csiro.au/observing/documentation/spd_linux.html
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Alarm / Alert TPS Action
Inability for TPS to alarm out (No acknowledgement of
Alarm Out within 10min)

Stow Antenna

No Comms to Power Stow Antenna / Alarm Out
No Comms to Temp monitoring Alarm Out
No Comms to Servo Computer Alarm Out
No Comms to MCP interface Alarm Out
No Comms to lightning (Monica) Alarm Out / Start Generator
Generator Critical Alarm (Generator commanded to
start, but not running within 2min)

Stow Antenna / Alarm Out

No Comms to lightning (Monica) & Generator Critical
Alarm

Stow Antenna / Alarm Out

No mains connected (>2min) Info out
No mains connected (>2min) & Generator Critical Alarm Stow Antenna / Alarm Out
Diesel low fuel alarm (at 50% capacity, Critical Alarm at
30% capacity)

Info Out

Generator control in local mode Info Out
Site UPS alarm (>2min) (fault or very low battery) Start Generator / Alarm Out
Drive UPS alarm (>2min) (fault or very low battery) Start Generator / Alarm Out
High wind (severe) Stow Antenna (in addition to

SERVO actions)

Lightning level (moderate) Start Generator
Lightning level (moderate) & Generator Critical Alarm Alarm Out / Stow Antenna
Lightning level (severe) Stow Antenna / Start Generator
Stow antenna commanded, but not stowed (after 8 min) Alarm Out
E-stop active & MCP in Remote Computer Mode Alarm Out
Cryo system fault (pressure or cryodyne interlock) Alarm Out
Overtemperature Focus Cabin, Level2, MaserHut, Com-
pressorRm or SWEO

Alarm Out

SWEO Az problem & NOT severe weather Alarm Out / Az drives Off
SWEO Az problem & severe weather Alarm Out / Stow Antenna
SWEO Zn problem & NOT severe weather Alarm Out / Zn Drives off
SWEO Zn problem & severe weather Alarm Out / Stow antenna
Structure Stress & NOT severe weather Alarm Out Az Drives Off Zn Drives

Off

Structure Stress & severe weather Alarm Out Stow antenna
Safety Timer Expired Unknown
Safety Timer Expired & MCP Manual Unknown
Safety Timer Expired & MCP in Local Computer mode Stow Antenna - No delay before

alerting

Safety Timer Expired & MCP in Remote Computer mode Unknown
Safety Timer needs resetting & MCP in Remote Com-
puter Mode

Reset Safety timer

Table 5.1: Actions that the TPS is required to take.

5.10 Weather and wind restrictions

With the introduction of the TPS, it will not longer be the responsibility of the observer to
concern themselves with monitoring weather conditions, only data quality. However, observers
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should be aware what TPS will do in terms of protecting the antenna in terms of bad weather
conditions, which are listed below.

5.10.1 Storm Park

The site.alarms.Lightning[0-4] point names under the Alarm Manager tab in FROG shows the
alarms range from simply indicating (distant) lightning has been detected (priority 0-1), through
to an alarm indicating you should perhaps consider parking the antenna (priority 3-4). FROG
will sound an alert for priority level 2 threats or higher. The observer should acknowledge these
alarms and act appropriately, or if appropriate, shelve or de-shelve if required (i.e., if there is a
false alarm).

For reference, if using Monica, the lightning threat (trigger) levels are (TPS equivalents in
brackets):

• No Threat (No threat)

• Distant Lightning (Low threat)

• Some Lightning (Moderate threat)

• ENABLE GENERATORS (Severe threat)

• STORM PARK (Severe threat)

A lightning threat level of moderate (or greater) triggers the Generator automatic start
point in Monica, causing the TPS to start the generator and run for at least 15 minutes. If after
15 minutes, the lightning threat level is less than moderate the generator will stop and power
will revert to mains (if available), otherwise it will run for further 15 minutes and so on.

If the threat level is moderate and there is no generator OR the level is severe, the generator
will follow the same procedure above, but the antenna will also be stowed.

5.10.2 Automated Wind Park

The servo computer monitors the speed and direction of the wind from the paddock sensor,
and will stow the dish automatically above limits defined in Table 5.2 to ensure the safety of
the antenna. Winds can be monitored with FROG.

During an automated wind park, the antenna drives to an Azimuth that has the wind at
least 60-degrees away from the back of the dish without driving into an Azimuth limit. If you
are observing near one of the limits and there is an easterly wind this could involve driving up
to 100 or so degrees. In addition, the antenna will drive to a (software limit) Zenith angle of
1.2 degrees. Note: If the wind is particualry high, the antenna can be driven into the Zenith
hardware limit past 1.2 degrees. You will need to exit the limit using the "Unstow - ExLim"

button on TCS. Note the MCP must be on computer remote.

Peak2 Gust Average

Ane #1 (Az front) 58 54 42

Ane #1 (Az front) 58 54 42

Ane #1 (Az back) 46 42 35

Ane #2 (Az front) 66 62 48

Ane #2 (Az back) 53 48 40

Table 5.2: Wind Park Algorithms

The Peak (2 consecutive readings), Gust (5 readings in the last 180), and Average (15 readings
in the last 20) values (in km/hr) must be satisfied for a wind park to occur.
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The “Az back” for each Anemometer are for winds within Azimuths 150 degrees < Az < 210
degrees (ie, winds within 30 degrees of the back of the antenna). The “Az front” values are for
the remaining 300 degrees “front-on”sector.

A wind park holds the antenna at the software limit (Ze ~ 1.2 deg.) limit for 10 minutes
until the countdown expires. At the end of this period the antenna is free to obey any pending
or new commands.

There is also a "wind park mode" in TCS which is relevant only when using the DFBs in
pulsar search mode. If enabled, TCS will attempt to complete a DFB search mode observation
even if the antenna stops tracking due to a wind park, power failure, or manual override from the
MCP. (This is to preserve the continuity of the time series). If the antenna becomes available
before the observation has completed TCS will command it to return to the target position.

Once an automatic wind park has occurred, the antenna must not be unparked until per-
missible conditions have prevailed for at least 10 minutes. If conditions are poor, the antenna
must be fully stowed.

5.10.3 Current Park

The wind has a greater effect on the Zenith motor currents of the dish at high Zenith angles and
if it is directed either towards the surface or the back of the dish. The main problem is that a
strong wind onto the back of the dish can "hold it down" causing the motor currents to reverse
(the counter weight is heavier than the dish). In this case, you might receive a ’HIGH/LO
Current Stow’ (as reported by showtel). In a physical sense, the low current condition is
intended to detect overbalancing of the antenna when a strong wind blows into the back of the
dish. The threshold for the low current condition is three occurances in 120 seconds where the
magnitude between the Zenith motor currents is greater than 30 Amps. For the high current
condition to be triggered, the sum of the Zenith currents must be less than -5 Amps for more
than three seconds in the last 120 seconds where the antenna not slewiing upwards.

Once parked, you are required to wait at least 10 minutes to see if the conditions allow for
observing to resume. Typically this is true if the peak wind is below 40 km/s, but it depends
on the elevation of your source.

5.11 Power Supply

The Observatory has two sources of power. The principal power supply is provided from a
recently installed (Dec 2012) 750kVA transformer, regulator and switchgear equipment. A 300kV
diesel generator provides a backup supply to most circuits in the tower (and some elsewhere
on site) in the event of mains failure. Some critical circuits have a further backup from an
Uninterruptible Power Supply (UPS) which can last up to 1 hour, supplying ctitical systems.
Computers, electronics, clocks, masers and receiver systems are connected to the UPS protected
circuits. There is also a drive UPS, which is used to stow the antenna in the event of various
triggers determined by the TPS (see Table 5.1).

If the Country Energy mains fail, the generator should start automatically and provide power
so that after a short interruption you will be able to resume observing. If the generator fails
to start and the mains supply does not return, a timer will initiate and if it reaches two (2)
minutes, the TPS will automatically stow the antenna using the drive UPS.

5.11.1 Monitoring Power - Monica

You can monitor the Mains and GenSet with Monica (Monica) by clicking on Parkes - Navigator
- favourites - generators. Monica should be running on the fourth virtual desktop of the VNC
server, joffrey:1 (you can install MoniCA using the link above). A screenshot of the generators
display is below.

http://www.narrabri.atnf.csiro.au/open-monica/OpenMoniCA.JNLP
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Figure 5.4: The Parkes generator monitor page in Monica.

The likely scenarios are dealt with separately below.

5.11.2 Power failure - Brief mains glitch

In this situation, due to the drive UPS, the MCP and the Azimuth and Zenith drives will not
disable. The MCP remains under computer control. If the dish is still in lock capture range of
the ME the antenna will reacquire lock and the drive can resume. On the MoniCA display, you
should see the following:

• LS4 - Mains power available : true

• GPC31 - Generator start enabled : false

5.11.3 Power failure - Generator starts automatically

If there is a failure of the mains for longer than a second, the generator should start automatically.
Once it is up to speed it will be switched to supply the antenna. As the MCP is connected to
the Drive UPS, the Azimuth and Zenith drives should still be enabled. On the Monica display
display, you should see the following:

• LS4 - Mains power available : false

• GPC31 - Generator start enabled : true

If both of these items are false, proceed as described in [Severe Power Failure - no mains or
generator], page 32.

5.11.4 Power failure - Mains Return

When the mains power is available again, and has been stable for a period of around 1 minute,
the suppy will automatically revert from generator to mains. The MCP will remain on and
because the generator synchronises with the mains on transfer back to mains power, it happens
without a break, so the UPS suffers no break in input power.

5.11.5 Severe Power Failure - no mains or generator

The TPS continuously checks to see if there is power, whether it be from the mains or site
generator. If the TPS does not receive an acknowlegement that there is power, from the mains
OR the generator, the TPS will automatically stow the antenna using the drive UPS.
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6 Data Reduction and End of Observing

6.1 ATNF Data Format

Raw data output from ATNF correlators is written in rpfits format. More information on
rpfits can be found at http://www.atnf.csiro.au/computing/software/rpfits.html.

6.2 DFB normalization

As of June 2015, it has become known DFB4 (and DFB3) spectral–line data lack the correct
normalization and have not had the Tsys scaling applied. To convert the individual raw spectrum
R(p,t,c) for polarization p, time t and spectral channel c, it should be scaled as follows (courtesy
John Reynolds);

S(p,t,c) = Tsys(p,t)/Av(p,t) * R(p,t,c)

to obtain a calibrated spectrum S(p,t,c) where Tsys(p,t) is the Tsys scale-factor and Av(p,t)
is the normalising term. The values of Tsys(p,t) are stored in the RPFITS header and are avail-
able in ASAP (see below), using the <scantable>.get tsys() or <scantable>.get tsysspectrum()
commands. A suggested method to correct the data within ASAP, is provided below. The script
outputs corrected SDFITS files which can be reloaded into LIVEDATA or ASAP (see below.)

import glob

from asap import *

import numpy as np

files=[]

types = (’*.rpf’)

for t in types:

files.extend(glob.glob(t))

for f in files:

sc=scantable(f,average=False)

sel=selector()

scns = sc.getscannos()

for scn in scns:

sel.set_scans([scn])

for nif in range(0,sc.nif()):

sel.set_ifs([nif])

for pol in range(0,sc.npol()):

sel.set_pols([pol])

sc.set_selection(sel)

http://www.atnf.csiro.au/computing/software/rpfits.html
http://svn.atnf.csiro.au/trac/asap/wiki/AsapCommands


34 Parkes Users Guide

for cyc in range(0,sc.ncycle()):

nspec = ( sc.get_tsysspectrum(cyc) / np.max( sc.get_spectrum(cyc) ) ) * sc.get_spectrum(cyc)

sc.set_spectrum(nspec,cyc)

sc.set_selection()

sc.save(’../renorm/’+f+’.sdfits’,’SDFITS’,overwrite=False)

Applying the above scaling should render spectra calibrated in SEFD (system equivalent flux
density, i.e. Janskys not Kelvins).

For polarization data, p=AA* or p=BB*, the normalising term Av(p,t) is simply the mean
power of the (real) spectrum R(p,t,c), averaged over all spectral channels c. For the cross-polar
terms p=AB* the correction is the geometric mean of the two parallel hands;

Av(AB*,t) = sqrt( Av(AA*,t) * Av(BB*,t))

6.3 Opacity calculations

Opacity is not an issue for low-frequency (< 15 GHz) observations. However, for observations
of the 22.2GHz water line and Ammonia 23.6GHz (1,1), 23.7GHz (2,2) and 23.8GHz (3,3)
lines, opacity has to be taken into account. Normally, skydips are performed to determine the
opacity using a simple model which assumes the system temperature will increase linearly with
increasing airmass (decreasing elevation). Within ASAP (see below), there is a ’skydip’ routine
which allows the user to input a set of scans (assuming system temperature is being recorded)
and determine the Zenithal opacity. See here for more information.

Annex 2 of ITU-R Recommendation P.676-8 (10/2009) allows calculation of the Zenithal
attenuation (opacity) due to atmospheric oxygen and water using ground weather-station data.
For more information showing examples of opacities calculated using skydips and weather-data,
please see the above link. A web form allowing calculation of Zenithal Opacites (and other
meterological data) from the above ITU-R Recommendation can be found here.

6.4 Spectral–line Calibration

Traditionally, spectral–line observing teams have devised their own means to calibrate their
data. A suggested procedure using the SPOT mode of the Telescope Control Software (TCS),
which is used to obtain scaling factors using point sources can be found here. In addition
to calibration, the above utility can be used for high-frequency (∼ 22-24GHz) observations to
determine pointing offsets using bright water maser and ammonia sources.

6.5 livedata & gridzilla

Detailed information on the specifics of livedata and gridzilla as related to the HIPASS and
ZOA Hi Surveys can be found in Barnes et al. (2001), MNRAS, 322 486. The gridzilla GUI
contains a HELP menu item and the different sections of the livedata GUI contains widgets,
which when clicked on, present the user with a popup containing information relevant to that
section.

With livedata and gridzilla it is possible to perform batch processing via scripts. Exam-
ples of batch scripts can be found here.

6.6 ASAP

The ATNF Spectral Analysis Package (asap) is a new software package to reduce single-dish,
single-pointing spectral line observations. At this stage it is tuned towards data from ATNF

http://www.parkes.atnf.csiro.au/cgi-bin/public_wiki/wiki.pl?Opacity_Via_Skydips
http://www.itu.int/rec/R-REC-P.676/en
http://www.parkes.atnf.csiro.au/cgi-bin/utilities/opacity.cgi
http://www.parkes.atnf.csiro.au/cgi-bin/public_wiki/wiki.pl?PySPOT
http://www.parkes.atnf.csiro.au/cgi-bin/public_wiki/wiki.pl?LIVEDATA/GRIDZILLA_Batch_Scripts
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instruments and reads rpfits, sdfits and is able to output sdfits, ASCII and CLASS format
for processing within GILDAS and SPECX. A Cookbook, Tutorials and further information on
asap is located here.

In addition to those below, more examples of data reduction using ASAP can be found here.
This list will be added to in time.

6.6.1 Example asap batch script: POSITION SWITCHING

In this example, observations at 22GHz are done in Position Switching Mode, where the source
and a referenced position (free of line emission) are observed in sequence. The script below is
saved into a file (called proc.py) and run from within asap by typing execfile(’proc.py’) or
python -i proc.py from the command-line. It reads in and processes all *RCW49*.rpf files in
the current directory.

import glob

from asap import *

fnames = glob.glob(’*RCW49*.rpf’)

vec = []

for f in fnames:

vec.append(scantable(f,average=False))

quotients = []

for scan in vec:

scan.set_unit(’km/s’)

scan.set_freqframe(’LSRK’)

scan.average_pol() #comment out this line to display both pols

quotients.append(scan.auto_quotient())

for q in quotients:

msk = q.create_mask([-100,100])

q.poly_baseline(msk,0)

av = average_time(quotients)

iav = av.average_pol()

plotter.set_legend(mode=-1) # No legend

plotter.set_range(-100,100,-5,30)

plotter.plot(iav)

http://www.iram.fr/IRAMFR/GILDAS
http://www.jach.hawaii.edu/JCMT/software/specx/
https://svn.atnf.csiro.au/trac/asap
http://www.parkes.atnf.csiro.au/cgi-bin/public_wiki/wiki.pl?Parkes_Public_Wiki#Data_reduction_examples
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Figure 6.1: 22GHz Stokes I spectrum of RCW49.

6.6.2 Example asap batch script: Beam Switching (MX Mode)

In Beam–Switching or MX mode, each beam of the 20CM or 6GHz Multibeam receivers is placed
in turn on the source of interest. When not on-source, the other beams are still aquiring data
and so are used as reference data. In this example (taken from the P502 Methanol Multibeam
Survey), the RPFITS file contains two IFS; the first (IF0) contains the Methanol maser line at
6668MHz and the second (IF1) contains Excited OH at 6035MHz. The IF selected depends on
the index used in selection.set_ifs(). This example only shows data associated with IF0.
The script file is shown below.

scans = scantable("2009-03-20_1025_MMB-MX-G300.96.rpf",average=False)

scans.set_selection()

selection = selector()

selection.set_ifs(0)

scans.set_selection(selection)

scans.set_unit(’km/s’)

scans.set_freqframe(’LSRK’)

q = scans.mx_quotient()

msk = q.create_mask([-55,-30])

q.poly_baseline(msk,0)

av = q.average_beam()

iav = q.average_pol()

plotter.set_range(-55,-20,-0.5,2)

plotter.plot(iav)
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Figure 6.2: Stokes I 6668MHz Methanol spectrum for 300.96+1.14 .

6.7 miriad

It is possible to process Parkes data using miriad. Initially, data is processed using livedata
and gridzilla, where the latter produces a FITS file which can be loaded into miriad using
the fits utility. As an example, here we load in a gridzilla–created fits file and use the
miriad utility mbspect to display the profile of a galaxy, various parameters, plus create both
an ASCII file of the spectra and a colour postscript file. The basic script below allows one to
copy and past the code into a file (making it executable) for displaying a large number of sources
quickly; it assumes the basename utility is available on your system.

#!/bin/sh

if [ $# -lt 1 ]; then

echo "Please supply a FITS file"

exit 0

fi

FILE=$1

BASE=‘basename ${FILE} .fits‘ #change suffix if different!

OPT="options=measure"

MSK="mask=4950,5450"

if [ -d "${BASE}.mir" ]; then #remove existing image if present

rm -rf ${BASE}.mir

fi

fits in=${BASE}.fits op=xyin out=${BASE}.mir

puthd in=${BASE}.mir/restfreq value=1.42040572 #insert rest freq of line

mbspect in=${BASE}.mir xaxis=optical hann=2 order=-3 ${OPT}

${MSK} device=/xs log=${BASE}.spec

mbspect in=${BASE}.mir xaxis=optical hann=2 order=-3 ${OPT}

http://www.atnf.csiro.au/computing/software/miriad/
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${MSK} device=${BASE}.ps/cps

Running this script produces the following output and image.

#FR Clipped rms: 0.0066 Jy

#FN ( 654 out of 1024 channels)

# SPECTRAL FITTING

#MC xaxis: optical

#MX Maximum: 0.050 Jy at 5065.440 km/s

#MN Minimum: -0.028 Jy at 6141.707 km/s

#NP Number of spectral points: 1024

#SN1 Peak S/N ratio = 7.57

#CL Clipping inside range ( 0.000, 0.000) Jy

Moment: 0 1 2

#MM 9.660 5215.471 101.712

#SN2 Mean S/N ratio = 0.83

Robust moments: 0 1 2

#MR 9.744 5197.634 104.134

units: Jy km/s km/s km/s

Figure 6.3: Spectrum of a galaxy using the mbspect utility of miriad

For information on keywords used in the above script, please refer to the miriad user guide.

6.7.1 Gaussian fits within asap

Although miriad has utilities to perform gaussian-fits to spectra, you can import the ASCII file
created from mbspect (using log=file) into asap. For example, place the following code into
the asapuserfuncs.py file (located in your $HOME/.asap directory).

def readxy(filename=None):

f = file(filename,’r’)

x = []

y = []

lines = f.readlines()

f.close()

for l in lines:
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vals = l.split()

x.append(float(vals[0]))

y.append(float(vals[1]))

return x,y

Now when you run asap, you read in the ASCII file (with comments removed and only two
columns) and fit a two–component gaussian and output a Postscript file of the plot as follows.

x,y = readxy(’fred’)

f = fitter()

f.set_data(x,y)

f.set_function(gauss=2)

f.fit()

f.get_parameters()

f.plot(components=[-1,0,1])

f._p.set_axes(’xlabel’,’velocity km/s (LSR-K)’)

f._p.set_axes(’ylabel’,’Y-label’)

f._p.set_axes(’title’,’Title’)

f._p.save(’fred.eps’)

6.8 Source finding programs

asap has the functionality to identify spectral lines within a data cube using linefinder.
Similarly, the duchamp utility can also search for spectral-line sources, produce source lists,
spectra and moment maps. Users are encouraged to view the online documentation for these.

6.9 Pulsar data reduction

For reducing Pulsar data, please refer to the ATNF Pulsar page.

6.10 Other Packages

A list of supported and non-supported data-reduction software can be found at the ATNF
website.

6.11 Australia Telescope Online Archive

Although DVDs of data can be supplied to observers, spectral–line (non-pulsar) data is automat-
ically uploaded into the Australia Telescope Online Archive (ATOA). Using your OPAL account,
you can download data directly from ATOA. There is usally a gap of a few days between taking
your data and seeing it in ATOA.

6.12 Observer Report

At the end of your run, we request you fill in an Observers Report to help us make the Observa-
tory a better place to work and play. The form is found here. The completed form is distributed
with your name visible to a selected list of Observatory staff whom are listed via a link on the
above form.

http://www.atnf.csiro.au/computing/software/asap/refman/public/asap.asaplinefind.linefinder-class.html
http://www.atnf.csiro.au/people/Matthew.Whiting/Duchamp/
http://www.atnf.csiro.au/research/pulsar/
http://www.atnf.csiro.au/computing/software
http://www.atnf.csiro.au/computing/software
http://www.parkes.atnf.csiro.au/observing/feedback/pks_obs_report.php
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7 TroubleShooting

This section describes some commonly encountered problems at the Parkes RadioTelescope and
provides receipes for overcoming them. It is by no means an exhaustive list of all problems, but
will hopefully provide a starting place. This section is constantly changing, check back regularly
for updates. Also search the on-line fault reports and responses for problems and solutions. In
the case of serious problems (those which endanger you or the telescope equipment), notify the
Call–out person immediately.

7.1 VNC servers not running

If for some reason the power on joffrey goes off, as user pksobs, ssh to joffrey and type the
following:

• cd bin

• ./pksvnc1

• ./pksvnc2

Once this is done, reconnect with your chosen VNC viewer. If there are no programs running,
you may have to restart from scratch, refer to 〈undefined〉 [VNC Connection], page 〈undefined〉
for details.

Generally, only operations staff should be doing the above.

7.2 Unable to access VNC Servers

To access the VNC sessions, you need to connect through a gateway host, with SSH. There are
two gateway hosts:

• venice.atnf.csiro.au

• orion.atnf.csiro.au

Please take care you use the correct username and password (the same as you use for POR-
TAL). If you make too many failed login attempts, you will be blocked from logging in. If you
are blocked, you have these options: use the other gateway host, with the correct credentials try
connecting to the gateway from a different computer (must have a different IP address) contact
support to get your IP address unblocked.

7.3 Switch Matrix gets stuck

The Switch Matrix can sometimes get stuck (e.g. after a loss of UPS). To fix it up, restart the
server on joffrey:

cd SwitchMatrix

./switchmatrix.kill

./switchmatrix.start

If this does not remedy the situation, contact support.

7.4 PKMC hangs or does not respond

Usually when the PKMC GUI goes blank or becomes unresponsive, it probably means the
front-end server on "pkicc00" needs to be restarted.

ssh pksobs\@pkicc00

pkicc00:~$ ps aux | grep main (is there a ’main’ process?)

pkicc00:~$ ./pkicc00.main.kill

pkicc00:~$ ./pkicc00.main.start

If you experience problems with viewing the Cal Control Unit, Multibeam Cable Equalizer,
etc, to the same as above, but for pkicc01.

http://www.parkes.atnf.csiro.au/observing/feedback/summary.php
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7.5 Correlator issues

refer to the checklist in the Troubleshooting chapter of the online correlator guide here

http://www.parkes.atnf.csiro.au/observing/documentation/software/CORREL/correl.html#SECTION000160000000000000000
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